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Since forestry is often allocated to soils with a low weathering capacity, reliable estimates of weathering
rates are crucial in analyses of sustainability, e.g. of whole-tree and stump harvesting. In the present
study, weathering rates (kg ha�1 yr�1) for base cations were estimated using cation budgets in a repli-
cated (n = 4) experimental Norway spruce (Picea abies (L.) Karst.) plantation situated on a nutrient-poor
glacial till in south-west Sweden and aged 25–39 years during the study period. Weathering rates (cen-
tral values) were 2.4, 1.4, 0.3 and 2.3 kg ha�1 yr�1 for Ca, Mg, K and Na, respectively. However, weathering
was a minor flux in the overall cycling of these cations in the ecosystem, and the confidence intervals of
the weathering estimates had amplitudes that generally were greater than the central values. The overall
uncertainties were divided into (i) regular standard errors of the mean, expressing spatial variability,
sampling errors and random method-related errors in data from measurements replicated over the
experimental plots (‘Type A’ uncertainties), and (ii) estimated standard uncertainties accounting for sys-
tematic errors of methods, and of uncertainties in variables, functions and factors not replicated over the
plots (‘Type B’ uncertainties). For Ca and K, bioaccumulation dominated the overall uncertainty. Most
(>90 %) of this uncertainty, in turn, was of Type A (between-plot variability in measured stem diameters
and cation concentrations); the remainder resulted from Type B uncertainties in allometric functions etc.
Hence, regular standard errors over plots yielded a correct level of uncertainty of weathering estimates
for these ions at the studied site. For Mg and Na, however, deposition and leaching were large terms
in the cation budget. Whereas the uncertainty in deposition was mostly taken into account by plot-wise
replicated measurements of throughfall (Type A uncertainty), Type B uncertainties were crucial to the
estimates of leaching. Due to the fact that uncertainties accumulate when terms are added and sub-
tracted in a cation budget, it is difficult to predict the sustainability of the pools of exchangeable cations
from estimated weathering rates; it may be better to measure them directly in the soil. However, in the
studied ecosystem these had a rapid turnover (mean residence time, 1–4 years), and underwent abrupt
fluctuations over only a few years. A study performed during a limited time may therefore suffer from
considerable temporal uncertainties, if the results are to be generalised for a longer period.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction mates of weathering rates are crucial in analyses of the long-term
Weathering is a key process in the cycling of base cations, phos-
phorus and other elements in terrestrial ecosystems. Reliable esti-
sustainability of forest practices, and when assessing trends in soil
and water quality under various scenarios of harvesting and depo-
sition of air pollutants (e.g., Akselsson et al., 2007). For instance,
estimates of weathering rates have been of fundamental impor-
tance in the calculation of critical loads of acidity to soils (e.g.,
Hodson and Langan, 1999). Forestry is often allocated to soils with
low weathering rates, where negative base cation balances may
impede long-term productivity. In particular, the introduction of
more intensive harvesting practices in forestry, such as whole-tree
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and stump harvesting, may reduce the availability of plant nutri-
ents at sites with a moderate or low inherent soil fertility
(Thiffault et al., 2011). For instance, the study of Olsson et al.
(1996) found it likely that whole-tree harvesting depletes base cat-
ions substantially in the forest floor of certain sites. This empha-
sises the importance of mineral weathering and stresses the
requirement for an improved accuracy of weathering estimates
(Klaminder et al., 2011). There is therefore a need to include base
cation weathering in the planning of sustainable forest manage-
ment. Biogeochemical simulation models, e.g. the PROFILE steady
state model (Sverdrup and Warfvinge, 1993; Holmqvist et al.,
2003), may be useful for estimating weathering rates over large
areas. However, the quality of output data may be hampered by
the often limited information regarding soil mineralogy, specific
surface area and soil humidity. Furthermore, available versions
have neglected the effects on surface reactivity of precipitates of
secondary minerals and organic matter, and have failed to take
account of micro-scale effects on weathering by exudates of roots
and mycorrhiza (‘biological weathering’). Hence, there is a need to
improve existing modelling tools by validation against model-
independent weathering estimates based on data from more or
less intensively studied forest ecosystems.

Relevant methods include ‘historical weathering’ and ecosys-
tem cation budgets (mass balances). In the former method, an ele-
ment residing in highly weathering-resistant minerals, such as
zirconium, is used as an internal standard for calculating mass
losses of the more mobile elements in the soil profile (Olsson
and Melkerud, 1989, 2000; Bain et al., 1993; Stendahl et al.,
2013). In the cation budget method, weathering rates of base cat-
ions over a certain period are quantified from leaching, accumula-
tion or losses in biomass and soil pools, inputs from atmospheric
deposition and any application of fertiliser (as explained in Section
2.2.1). Hodson and Langan (1999) examined weathering rates for a
Scottish moorland catchment, estimated by various methods, and
concluded that reported and guesstimated uncertainties of the
tested methods severely hampered the assessment of a critical
load. Similar conclusions were reached by Klaminder et al.
(2011) in a review of estimated calcium (Ca) and potassium (K)
weathering rates for a forested catchment in northern Sweden:
inconsistencies between estimates derived from different methods
made them unreliable for predicting the effects of different har-
vesting intensities on soil nutrient pools.

It can be argued that all methods have their particular uncer-
tainties, and possibly also biases, and cannot be expected to con-
verge on a common weathering rate for a particular soil.
Whereas historical weathering rates are interesting from a pedo-
logical viewpoint, because they yield an estimate of cumulative
weathering since the onset of soil formation, cation budgets yield
an estimate of the current weathering rate that may be more rele-
vant for characterising the present flows in an ecosystem. Stendahl
et al. (2013) pointed out that that millennial historical weathering
rates should deviate substantially from current ones if weathering
itself has altered the mineralogy of the soil. It therefore seems jus-
tified to analyse the precision within the methods, rather than
across several ones. With these uncertainties known, it may be
possible to draw conclusions from comparative studies on weath-
ering rates in contrasting soils and/or land-use systems using a sin-
gle method.

Cation budgets have been calculated at the scale of catchments
(e.g., Koseva et al., 2010) as well as experimental plots (e.g.,
Andrist-Rangel et al., 2007; Simonsson et al., 2007; Öborn et al.,
2010). In a soil cation budget, weathering is estimated by the dif-
ference from other independently measured element fluxes. Mea-
surements of all these fluxes in forest ecosystems require
substantial resources, time and patience. Sufficient data for esti-
mating weathering rates are therefore available only for a limited
number of study sites, where the original objectives were not nec-
essarily to assess weathering. As weathering rates are estimated
from the sum of several fluxes that are measured independently,
the uncertainties of these will add up into the uncertainties of
the weathering estimate (see Simonsson et al., 2007). For each pro-
cess in the cation budget, there is a natural spatial and temporal
variation in the environment, as well as errors that originate from
sampling, sample preparation and chemical analyses etc. The influ-
ence of several of the many sources of uncertainty in an element
budget have been addressed previously (Laclau et al., 2005;
Yanai et al., 2010). However, there is currently a lack of any critical
evaluation of the influence of the different terms and factors in cat-
ion budgets.

The aims of this study were: (i) to estimate weathering rates of
calcium (Ca), magnesium (Mg), potassium (K), and sodium (Na) in
an experimental forest using the cation budget method, and (ii) to
analyse the sources of uncertainty in these estimates. The method
took account of fluxes of deposition and leaching and accumulation
in the growing biomass. In forest floor and mineral soil, changes in
exchangeable cations were considered, but not of non-exchange-
able cations. Special attention was paid to the partitioning of
uncertainties on spatial variability and method errors expressed
in standard errors over the experimental plots (‘Type A’ uncertain-
ties), and the uncertainty of factors and functions that were gener-
alised for all plots (‘Type B’ uncertainties), e.g. allometric biomass
functions and systematic error when calculating the content of
stones and boulders in the soil.
2. Materials and methods

2.1. Site characteristics

The study was conducted in the Skogaby forest experiment,
which was an intensely studied field experiment designed to test
the effect of deposition and nutritional conditions on the vitality
and growth of trees. In 1913, the former Calluna moorland was
planted with Scots pine (Pinus sylvestris (L.)). This stand was
replaced by Norway spruce (Picea abies (L.) Karst.) in 1966. The site
is located in southwest Sweden (56�3302000N, 13�1300500E) at 95–
125 m above sea level and 17 km from the coast. The annual mean
precipitation is 1100 mm and the annual mean temperature 7.6 �C.
The area is exposed to deposition of anthropogenic sulphur (S) and
nitrogen (N), as well as elements from a sea origin (Na, Mg, Cl, S,
etc.), although the input of anthropogenic S and atmospheric acid-
ity declined dramatically during the 1990s (Bergholm et al., 2003).
The yearly mean open-field deposition of S and N for the period
1989–2001 was 11 and 17 kg ha�1 respectively.

The soil is a Haplic Podzol (FAO, 1990) developed on a loamy
sandy till with approximately 4% clay (Table 1). The clay mineral-
ogy, as described by Courchesne and Gobran (1997), is mainly
vermiculitic and therefore poor in K-bearing phyllosilicates. The
quantitative bulk mineralogy of the fine earth (<2 mm) shown in
Table 1 was assessed in four plots (two of the control plots and
two plots receiving ammonium sulphate applications) by spray
drying of random powders according to Hillier (1999, 2003) and
full-pattern fitting of X-ray diffraction patterns, similarly to partic-
ipant 18 in Omotoso et al. (2006). Soil pH (H2O) prior to the exper-
imental treatments was 3.9 in the Oa-horizon, 4.1 in the upper
10 cm of the mineral soil, and 4.5 at 50 cm depth. The effective
base saturation was 30 % in the Oa-horizon and varied from 8%
to 12% in the top 50 cm of the mineral soil. Further physical and
chemical characteristics of the soil were described by Bergholm
et al. (1995). Organic matter constitutes virtually the entire humus
layer and declines from 36 g kg–1 in the upper mineral soil, to
10 g kg–1 at 50 cm depth.
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In 1988, a randomised block (n = 4) experiment was started
with treatments including nitrogen-free fertilisation, irrigation,
irrigation fertilisation and drought (Nilsson and Wiklund, 1994;
Bergholm et al., 1995). At the start of the experiment, the age of
the Norway spruce trees was 25 years, including three years in
the nursery. Treatments and control (no treatment) were applied
in plots of 45 m by 45 m (2025 m2) with a smaller ‘net plot’ inside
each plot, which was used for measuring tree growth, throughfall
and litterfall. At the start of the experiment, the net plot was
12.5 m by 12.5 m (156 m2). In 1993, the stand was thinned by
removing 25% of the basal area, which corresponded to a reduction
of the biomass by 14% on average. At the same time, the net plot
was increased to 30 m by 30 m (900 m2).

2.2. Weathering rate estimated from the cation budget

2.2.1. The cation budget
This work was constrained to a study period of 14 years, 1987–

2001, for which data were available that permitted to calculate a
cation budget. The data presented here were restricted to the four
control plots. A mean annual weathering rate was calculated using
Eq. (1a):

Weathi ¼ �Depi þ DExchi þ Leachi þ Bioacci ð1aÞ

The components denoted by subscript ‘i’ were individual base
cations (Ca, Mg, K, and Na; kg ha�1 yr�1) and their equivalent
sum (RBC; kmolc ha�1 yr�1). The terms are, in the order of appear-
ance in Eq. (1a), rates of weathering, deposition, change in
exchangeable cations in forest floor and mineral soil (the latter
at 0–50 cm depth), leaching and accumulation in the biomass.
Changes in non-exchangeable pools of, e.g., Ca in the forest floor,
or fixed K in clay minerals, were not considered. Hence, ‘weather-
ing’ in this study may comprehend any mobilisation from or accu-
mulation in soil pools other than the exchange complex in the
investigated part of the soil profile.

It was noticed that the terms of Eq. (1a) were not independent.
This was particularly obvious for deposition and leaching. There-
fore, Weathi in Eq. (1a) was calculated separately for each plot,
before calculating a mean of each Weathi over the four plots.

2.2.2. Overall uncertainty of the cation budget
Temporal variability in the data was not considered as a mea-

sure of uncertainty in the current investigation. The regular stan-
dard error (SE) of the mean Weathi over the four plots would
accounted for spatial variability, sampling errors and random
methodological errors in measurements replicated over the four
plots, henceforth referred to as ‘Type A’ uncertainties. However,
all terms in Eq. (1a) were at least partly based on general factors,
models or estimates that were not determined independently in
the four plots. The uncertainties in these had to be estimated sep-
arately, as described in Section 2.3–2.6, and are referred to below
as ‘Type B’ uncertainties. Our approach was to calculate Eq. (1a)
plot-wise in a Monte Carlo manner, and then to calculate the mean
and SE of Weathi over the four plots. Each term in Eq. (1a) had a
central value for the plot of interest and a Type B error. The mean
weathering for a cation (subscript ‘i’) over the four plots (‘p’) was
formulated as:

Weathi ¼
1
4

X4

p¼1

f½�Depi; p � eType BðDepiÞ� þ ½DExchi; p

� eType BðDExchiÞ� þ ½Leachi; p � eType BðLeachiÞ�
þ ½Bioacci; p � eType BðLeachiÞ�g ð1bÞ
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Eq. (1b) was computed 1000 times in a Monte Carlo fashion,
where the error terms, ‘eType B’, were the relevant errors due to
Type B uncertainties. The ‘eType B’ terms were derived from an anal-
ysis of the overall uncertainty in the mean over the four plots for
each term in the cation budget. These overall uncertainties, or
‘combined standard uncertainties’, uc (ISO, 1995), corresponded
to a standard error of the mean including both Type A and B uncer-
tainties. The ‘u’ notation for ‘uncertainty’ will consistently be used
for Type B standard uncertainties, partly or entirely derived from
other sources than ordinary replication over the plots. The portion
of each uc that resulted from Type B uncertainties, uType B, was
assessed and multiplied by

p
4, to make it relevant for every single

plot in Eq. (1b). In each round of the Monte Carlo, every eType B was
the corresponding product

p
4 � uType B multiplied by a normally

distributed random number with a mean of zero and standard
deviation of one.

Each of the 1000 realisations yielded a mean Weathi over the
four plots and a standard error of the mean. The median mean
and the median standard error were taken as Weathi and an
‘extended standard error’ of weathering, SEextended(Weathi), respec-
tively. The latter contained both Type A and B uncertainties. By
switching all ‘eType B’ terms off, we also estimated the traditional
Type A standard error, SE(Weathi). Turning back to the extended
standard error, the contribution of each cation budget term was
estimated by replacing all bracketed terms of Eq. (1b), except the
one under consideration, with the relevant means over the four
plots. The resulting partial standard error was squared and divided
by (SEextended(Weathi))2, to yield the contribution of the non-fixed
variable as a percentage at the squared (variance) scale. As the
sum of individual contributions deviated from 100%, and the terms
in the cation budget can be expected to be correlated, we consid-
ered the remaining positive or negative part as a ‘covariance’
contribution.
Table 2
Terms in the cation budget and their sources of uncertainties divided into ‘Type A’ uncerta
standard errors of the mean, ‘SE’ and ‘SErel’) and ‘Type B’ uncertainties (‘u’ or ‘urel’) that ha

Term in balance Type A uncertainties: Standard errors of the mean over plots (n =

Deposition SE(Depi) derived from plot-wise measured throughfall of Na;
SErel(TFNa) = 12.5 %

Change in
exchangeable
cations

Standard error for individual cations or their equivalent sum (‘i’),
SE(DExchi), accounting for between-plot variability in:
� Cation concentrations in mineral soil horizons and humus (FH)

all years; in litter (L) layers 1993, 1997 and 2001
� Mass of humus FH-layers all years; of L-layers 1993, 1997 and
� Content of gravel in individual plots and horizons; of stones a

boulders in individual plots

Leaching SE(Leachi) derived from plot-wise measured concentrations of ind
cations or their equivalent sum in soil water at 50 cm depth,
SErel(Conci) = 3–19%

Bioaccumulation:
biomass

Stem diameter measurements, SErel(Wj) = 6–11% for individual tre
compartments (‘j’) in individual years

Bioaccumulation:
cation
concentrations

Relative standard errors in concentrations of individual cations or
equivalent sum (‘i’) in individual tree compartments (‘j’):
SErel(Conci,j) = 0.4–23% based on standard errors over the four plot
analysed in 1993 and 2001 (needles, living branches, dead branch
Table 2 gives a summary of standard errors and standard uncer-
tainties identified in the study, and may provide satisfactory back-
ground for reading the Results. The following Sections 2.3–2.6
describe in detail how the budget terms and their uncertainties
were derived for each of the terms in the cation budget.
2.3. Deposition of base cations

2.3.1. Deposition rates
The wet and dry deposition of base cations was measured from

January 1989 to June 1999. Open-field deposition was sampled in
four collectors in a nearby open-field. Throughfall was collected
in six collectors located within each plot. The collectors consisted
of a polythene funnel, 20 cm in diameter, connected to a container
placed in a dark box. Open-field collectors were placed 3 m above
the ground, and throughfall collectors were placed on the forest
floor. Deposition was collected every fortnight during June–Sep-
tember, and every month during the rest of the year. The samples
were stored in a freezer (�18 �C) prior to chemical analysis with
atomic absorption and atomic emission spectrometry (AAS, AES;
1989–1993) or inductively coupled plasma emission spectroscopy
(ICP-ES; 1994–1999). The analysis took place with no prior acid
digestion, and hence included only dissolved cations and dry depo-
sition of readily soluble salts. Agreement (no significant differ-
ences) between analyses (AAS and AES vs. ICP-ES) was reported
by Bergholm et al. (2003).

On each sampling occasion, samples were pooled by volume to
yield one sample of open-field solution in total, and one through-
fall solution per plot. Sample volumes were multiplied by the con-
centrations in the samples to yield fluxes of the cations. Annual
deposition was obtained by totalling all the sampling occasions
of the year of interest.
inties derived from standard errors over the four plots (shown as absolute or relative
d to be added to yield the extended standard error of weathering rates.

4) Type B uncertainties: Additional standard uncertainties, for average plot
estimates

Estimated uncertainty of open-field deposition of individual cations or
their equivalent sum (‘i’), urel(OFi) = 1.6–2.2%; in addition, positive
covariance of OFi with open-field deposition of Na and with throughfall of
Na

Additional uncertainties, uType B(DExchi), accounting for:

layers � Errors in extrapolated L/FH-ratios, used to estimate missing data for
exchangeable cations in the litter L-layer in early years (1987, 1990)

2001 � Errors in using horizon-wise average, rather than plot-wise, dry bulk
densities of mineral soil materials <20 mm, q<20 mm, z (standard
deviations 8–26% of the nominal value)

nd

� Systematic error in the soil’s content of stones and boulders, SBp:
Published uncertainty of 9 percentage units (by volume) applied for the
whole site.

ividual Guesstimated uncertainty of modelled water flux, urel(Flux) = 10%

e Relative standard uncertainty when applying allometric functions for
estimating the average biomass of compartment (‘j’) over the four plots,
urel, allometric(Wj), obtained by Monte Carlo calculations based on RMSE of
regressions developed within the Skogaby experiment (stem, needles,
living branches, dead branches) or from literature (stumps and roots); see
Table 3
Relative standard uncertainty in ratio of bark to total stem biomass,
evaluated from data within the Skogaby experiment, urel(Bark/
Stem) = 4.4%

their

s
es)

Systematic error in the assumption that cation concentration in stumps
and roots equalled the mass-weighted average of concentrations in
above-ground stem wood and stem bark: guesstimated urel(Stump-root
conc) = 10%
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The deposition input of Na to the ecosystem was directly
obtained from the throughfall of this element, which includes
wet deposition and dry deposition captured by the tree canopy.
The other base cations, Ca, Mg and K, undergo considerable biocy-
cling through uptake by roots followed by excretion from the can-
opy; hence throughfall does not represent the input to the
ecosystem. Instead, open-field bulk (total) deposition was used
after correction for additional (dry) deposition captured by the tree
canopy using the ‘Na ratio method’ (e.g., Lövblad et al., 2000). The
method postulates: that the canopy has the same influence on the
total input of all base cations, and that the tree canopy does not
excrete any Na. The total deposition (‘Dep’) input (kg ha�1 yr�1)
of a cation (‘i’) in a plot (‘p’) was given from the open field
deposition of the same cation (OFi), and the ratio of Na throughfall
in the plot and open field deposition of Na (TFNa, p/OFNa), using Eq.
(2):

Depi; p ¼ OFi �
TFNa; p

OFNa
ð2Þ

An analogous calculation was performed for chloride, which
was analysed in throughfall and open-field waters with ion chro-
matography, for comparison with the leaching of this presumably
biogeochemically inert element. The total base cation deposition
input to a plot, DepRBC (kmolc ha�1 yr�1), was obtained by inserting
the equivalent sum of base cations instead of OFi in Eq. (2).

TFNa, p was calculated as an average annual flux over the years
1989–2001 within each of the four plots. OFNa was the average
annual flux obtained in the bulked open-field samples; the same
applies for Ca, Mg and K. The annual average throughfall of Na ran-
ged from 24 to 40 kg ha�1 yr�1 among the plots, whereas the open
field deposition of Na had an average of 18 kg ha�1 yr�1, meaning
that the ratio of TFNa, p/OFNa in Eq. (2) was in the range 1.3–2.2.

From June 1999 to the end of 2001, deposition was estimated
from the annual precipitation at a nearby meteorological station
(Åbacken) combined with annual mean concentrations in open-
field and throughfall solutions from a nearby spruce site (Timrilt),
which had a stand similar to that at Skogaby. Concentrations had
previously been calibrated against values for Skogaby during
1994–1998 using a linear regression equation with a high explan-
atory power (R2 = 0.977).

2.3.2. Combined standard uncertainty of the deposition rates
Besides plot-wise Depi, p, the average plot Depi was calculated

and its combined standard uncertainty estimated. For the deposi-
tion of Na, the standard error in Na throughfall over the four plots,
SE(TFNa), was used without further processing. Obtained by repli-
cation over the four plots, it was considered a Type A uncertainty.
For the other base cations, uncertainties were combined from the
components in Eq. (2). A relative combined standard uncertainty
of the element of interest, uc, rel(Depi), was calculated from the rel-
ative standard error (standard error divided by the mean) of Na
throughfall, SErel(TFNa), and estimated relative standard uncertain-
ties for the remaining fluxes in Eq. (2), urel(OFi) and urel(OFNa).
Additional contributions from covariance of the three fluxes were
taken into account following Castrup (2004) and the guide ‘Quan-
tifying Uncertainty in Analytical Measurement’, available from the
Eurachem website http://www.eurachem.org/; Eq. (3):

uc; relðDepiÞ ¼

ðSErelðTFNaÞÞ2 þ ðurelðOFiÞÞ2 þ ðurelðOFNaÞÞ2

þ2rðTFNa;OFiÞ � SErelðTFNaÞ � urelðOFiÞ
þ2rðTFNa;OFNaÞ � SErelðTFNaÞ � urelðOFNaÞ
þ2rðOFi;OFNaÞ � urelðOFiÞ � urelðOFNaÞ

2
66664

3
77775

1=2

ð3Þ
The correlation coefficients, ‘r’ for each pair of variables, were
estimated from variations over time during the study period. Addi-
tion of squared relative (rather than absolute) standard uncertain-
ties is the procedure to use for a variable that is obtained by
multiplication and/or division as in Eq. (2) (see ISO, 1995, and
the Eurachem guide mentioned above). The correlation coefficients
ranged from 0.5 to 0.9, and uc, rel(Depi) was close to the arithmetic
sum of SErel(TFNa) + urel(OFi) + urel(OFNa).

For the open-field deposition values, a standard uncertainty
was estimated based on electrical conductivity, which had been
recorded in the individual open-field collectors in 1998. By using
the Marion–Babcock equation (Sposito, 1989), the electrical con-
ductivity was transformed into an ionic strength for each sampling
occasion. By multiplying the estimated ionic strength by the water
volume of each sampling occasion, a volume–weighted ionic
strength for the year 1998 was obtained for each collector. Over
the four collectors, the relative standard deviation was only 2.4%.
For throughfall, the cumulative ionic strength had a much larger
relative standard deviation: 14% over the four plots in the same
year. Assuming that individual ions and their equivalent sum gen-
erally varied in analogy with accumulated ionic strengths this par-
ticular year, relative standard uncertainties for open field
deposition of the individual cations and for their equivalent sum,
urel(OFi), were estimated by multiplying the relevant throughfall
standard error, SErel(TFi), by the ratio 2.4/14.

For each cation, the relative combined standard uncertainty, uc,

rel(Depi), obtained from Eq. (3), was converted to an absolute
uc(Depi) by multiplication by the mean over the four plots, Depi:

ucðDepiÞ ¼ uc; relðDepiÞ � Depi ð4Þ

The plot-wise replicated throughfall of Na constituted the Type
A standard error of Depi, calculated as:

SEðDepiÞ ¼ SErelðTFNaÞ � Depi ð5Þ

Its relative contribution (percentage) to the combined standard
uncertainty was calculated at the squared (variance) scale using
Eq. (6):

ContributionDepi
ðTFNaÞ ¼

ðSErelðTFNaÞÞ2

ðuc; relðDepiÞÞ
2 ð6Þ

Absolute and relative contributions from the open-field items in
Eq. (3) were calculated analogously, by inserting urel(OFi), etc.
instead of SErel(TFNa) in Eqs. (5) and (6).

As to the deposition based on nearby sites during June 1999 to
December 2001, it was assumed that any additional uncertainty
due to this procedure was negligible.

2.4. Exchangeable base cations

2.4.1. Rate of change in exchangeable base cations
Soil samples were taken in October on five occasions: in 1987

(prior to the start of the experiment) and then in 1990, 1993,
1997 and 2001. Volume-based composite samples of forest floor
were obtained by combining 40 subsamples per plot taken with
a steel cylinder (5.6 cm diameter). From 1993, forest floor samples
were split into litter (L) and humus (FH) layers, which were
weighed and analysed separately; in 1987 and 1990, only the
FH-layer was sampled. Mineral soil composite samples, based on
20 sub-samples per plot, were taken to a 50-cm depth using a soil
core sampler (2.8 cm diameter), and divided into five 10-cm layers.
The samples were stored fresh at +8 �C prior to further processing.

The composite samples, one per plot and per layer, were sieved
fresh; L- and FH-materials through a 6 mm mesh, and mineral soil
through a 2 mm mesh. Exchangeable base cations were analysed
using AAS in early years and ICP-ES in later years after extraction

http://www.eurachem.org/
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of fresh soil samples with 1 M NH4Cl; see details in Bergholm et al.
(2003).

The cation concentrations of each soil level were multiplied by
the surface-related mass (kg ha�1) of forest floor materials (L- and
FH-layers) or fine earth (<2 mm, mineral soil), as relevant for the
sample of interest, to yield surface-related masses of exchangeable
cations (kg ha�1). These masses were then added to 50 cm depth
for each plot and year; Eq. (7a).
Exchi; p ¼ Exchi; p; L þ Exchi; p; FH þ
X40�50 cm

z¼0�10 cm

ci; p; z mp; z
� �

ð7aÞ

Exchi, p is the content of cation ‘i’ in the profile of plot ‘p’; Exchi, p, L

and Exchi, p, FH are the cation content in the L- and FH-layers, respec-
tively; ci, p, z is the cation concentration in the fine earth (<2 mm) of
layer ‘z’ in the mineral soil of plot ‘p’; mp, z is the surface-related mass
of fine earth (<2 mm) in the same layer. Implicit in Eq. (7a) are sur-
face-related masses of L- and FH-layers, which were determined
from the combined dry-weights of the 40 cores from each plot and
sampling occasion. For the mineral soil, the surface-related fine
earth (<2 mm) was determined using the dry bulk density of mate-
rials finer than 20 mm (‘q<20 mm’; kg m–3), the volumetric content of
stones and boulders (‘SB’; m3 m–3 of materials >20 mm), and the
content of gravel in the <20 mm fraction (‘m2–20 mm/m<20 mm’;
kg kg–1). With these quantities known, the mass of fine earth of layer
‘z’ in plot ‘p’ (mp, z; kg ha�1) can be calculated from Eq. (8); Vz is the
volume of the layer of interest (1000 m3 ha�1 for a 10-cm layer):
mp; z ¼ Vzq<20 mm; z ð1� SBpÞ 1�m2�20 mm; p; z

m<20 mm; p; z

� �
ð8Þ

Dry bulk densities were obtained on one single occasion from
steel cylinders (height 50 mm, inner diameter 72 mm) inserted
vertically at every 5 cm depth interval from 5–10 cm to 45–
50 cm in the mineral soil, thereby avoiding to include stones
(>20 mm) in the samples. This was done in four pits dug at loca-
tions that did not coincide with the control plots of the present
study. Wherever possible, two cylinders were inserted at every
depth in each pit. As indicted by the subscript indices of the dry
bulk density in Eq. (8), a mean value was used for each depth,
rather than plot-wise values. The content of stones and bolders,
SBp, was determined over the entire area of each control plot, yield-
ing a general value for 0–50 cm depth. This was done using the rod
method of Viro (1952), in which the penetration depth (average
within the plot) of a standardised steel rod is converted into a con-
tent of stones and boulders in the upper 30 cm, which was
assumed valid for the profile to 50 cm depth. The content of gravel
in the <20 mm fraction was obtained by sieving and weighing soil
from each 10-cm layer within a 0.25 m2 area, from 0 to 50 cm
depth into the mineral soil, in a pit dug in each control plot.

Eq. (7a) could be applied directly for the years 1993, 1997 and
2001. For 1987 and 1990, exchangeable cations in the lacking
L-layers from 1987 and 1990 were estimated using cation con-
tents of the FH-layer, Exchi, p, FH, and estimates of the ratio
Exchi, L/Exchi, FH for each year, ‘L/FH-ratio’ in Eq. (7b).
Exchi; p ¼ Exchi; p; FH L=FH-ratioi þ 1ð Þ

þ
X40�50 cm

z¼0�10 cm

ci; p; z mp; z
� �

ð7bÞ

According to data from 1993 to 2001, these ratios, with an over-
all range of 0.01–0.33 (average 0.10), did not differ significantly
between plots, but did so for the different cations, and declined
with time for all elements (P < 0.05 for regressions on year for
Ca, Mg, K, Na and RBC). Extrapolated ratios were calculated for
1987 and 1990 using linear regression, one for each cation and year
but common for all plots.

For each plot, a regression on time of Exchi, p, summed up
according to Eq. (7a) or (7b), was calculated to yield a mean annual
change for individual cations (kg ha�1 yr�1) and their equivalent
sum (kmolc ha�1 yr�1); DExchi, p, used in Eq. (1b).
2.4.2. Combined standard uncertainty of the rate of change in
exchangeable base cations

Over the four plots, the average slope with respect to time,
DExchi, with standard error of the mean, SE(DExchi), was calcu-
lated. The latter was the Type A uncertainty, which accounted for
plot variability regarding cation concentrations and masses of soil
solids in the FH-layer all years, and in the L-layer in later years, in
the forest floor; in the mineral soil, it accounted for between-plot
variability in cation concentrations and partly for the variability
(uncertainty) in surface-related mass of mineral soil, owing to
the use of plot-wise values for stones, boulders and gravel in Eq.
(8). Type B uncertainty had to be added for the extrapolated cat-
ions in the L-layer in 1987 and 1990, for bulk densities that were
generalised over the plots, and for the expected systematic error
in the content of stones and boulders in the soil profile. Deriving
analytical expressions that accounted for the various Type B uncer-
tainties in Eqs. (7a) and (7b), and the underlying Eq. (8), was
impractical. Instead, we used a spreadsheet solution designed to
quantify the change in DExchi when each variable having a Type
B uncertainty was shifted one standard uncertainty away from
its nominal value. The square root of the sum of squares in DExchi

(one squared change per shifted variable) was equivalent to the
Type B standard uncertainty of the nominal mean change obtained
from the four plots, uType B(DExchi). The combined standard uncer-
tainty, uc(DExchi), was finally calculated as:

ucðDExchiÞ ¼ ½ðSEðDExchiÞÞ2 þ ðuType BðDExchiÞÞ2�
1=2

ð9Þ

As to the components of this calculation, extrapolated L/FH-
ratios for each element in Eq. (7b) occurred on two occasions
(the years 1987 and 1990) and in four plots. Each of these eight
occurrences was treated as an independent realisation of ‘L/FH-
ratioi’ in Eq. (7b), with a nominal value, as predicted for the year
and cation of interest from the linear regression, and standard
uncertainty, u(L/FH-ratioi), obtained from conventional theory of
linear regression (e.g., Mead et al., 1993):

uðL=FH-ratioiÞ ¼ RMSE2
i 1þ 1

ncal
þ

Year� Yearcal
� �2

SSðYearÞcal

 !" #1=2

ð10Þ

In Eq. (10), RMSEi is the root mean square error (residual) of
the regression for the cation of interest in the calibration (‘cal’) data
from 1993 to 2001, based on ncal = 12 observations (4 plots, 3 occa-
sions); Year is 1987 or 1990, for which the ratio was estimated;
Yearcal and SS(Year)cal are the mean and sum of squares of Year in
the calibration data, respectively. Although u(L/FH-ratioi) was
based on data replicated in the plots, we considered it as a
Type B uncertainty, because it was used to estimate missing data
in Eq. (7b).

The 20 occurrences of bulk densities (4 plots, 5 depths) were
treated as independent realisations, each with a nominal value
equal to the mean bulk density from the depth of interest,
q<20 mm, z, and a standard uncertainty (random error) equal to
the standard deviation over all cylinders available from the depth
of interest. Dry bulk densities were 1124 kg m–3 on average, with
a typical standard deviation of 146 kg m–3.
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As to the volumetric content of stones and boulders, Stendahl
et al. (2009) reported a root mean square error of prediction of
9.2–9.5 percentage units (by volume) for an individual site.
According to Eriksson and Holmgren (1996), approximately 90%
of this uncertainty is caused by limitations and errors in the
method, rather than sample errors, due to the fact that the method
is unable to cope with site-specific peculiarities regarding size and
distribution of boulders in the profile. In the spreadsheet solution,
the content of stones and boulders of all plots were assigned a sys-
tematic error of 9 percentage units for the whole site. It was done
by multiplying each plot-specific SBp by a common coefficient,
which had the nominal value of one and a standard uncertainty
of 0.09. The content of stones and boulders was in the range 24–
36% by volume; the gravel ranged from 1% to 17% by weight of
materials <20 cm.

2.5. Leaching of base cations

2.5.1. Rate of leaching
Leaching losses were assumed to equal the vertical flux of base

cations at 50 cm depth. Each plot had six suction lysimeters
equipped with ceramic cups of P80 material (CeramTec, Germany)
and installed at 50 cm depth. The lysimeters were operated at a
transient vacuum for one week using an initial tension of about
�70 kPa. During 1989–1990, soil solutions were collected up to
11 times per year, and thereafter 3–4 times per year, in spring
and autumn depending on soil water supply which varied between
years and plots. Soil solution samples were pooled by weight,
yielding one sample per plot and sampling occasion. The samples
were stored in a freezer (�18 �C) prior to analysis using ICP-ES. A
general daily flux of soil water, pertaining to all the studied plots,
was estimated using the SOIL-model (Jansson, 1998). The model
consists of two differential equations describing the vertical flux
of water and heat, with daily mean air temperature, air humidity,
wind speed and global radiation as driving variables.

Daily element leaching from 50 cm depth was calculated as the
concentration of each element, linearly interpolated on a daily
basis between sampling occasions, multiplied by the modelled
daily flux of soil water at the same depth. For each plot, summation
over days yielded an estimate of annual leaching for each year, and
the mean across all years yielded the annual leaching during the
experimental period. To avoid systematic error in the difference
between leaching and deposition in Eq. (1b), cation leaching rates
were corrected based on the leaching of chloride (Cl). We assumed
that the leaching of Cl should be equal to the deposition, and mul-
tiplied the uncorrected mean annual cation leaching from each
plot, Leachuncorr, i, p, by the ratio of deposition to leaching for chlo-
ride for the plot of interest, DepCl, p/LeachCl, p; Eq. (11):

Leachi; p ¼ Leachuncorr; i; p �
DepCl; p

LeachCl; p
ð11Þ
2.5.2. Combined standard uncertainty of the rate of leaching
In the lack of plot-wise data for water fluxes, an average leach-

ing, Leachi, and a standard error, SE(Leachi), were calculated over
the four plots. The latter was a Type A uncertainty that only
expressed the spatial variability in measured concentrations. It
failed to take account of the uncertainty in modelled water runoff,
which was therefore a Type B uncertainty. The relative version,
SErel(Leachi), was therefore considered as a relative standard error
of the concentrations, SErel(Conci). As to uncertainties in the mod-
elled water flux, preliminary Monte Carlo calculations showed only
negligible effects of randomised errors in the daily fluxes. The
errors tended to cancel themselves out over extended periods. To
test the sensitivity for bias remaining after the correction of leach-
ing using chloride, an overall guesstimated relative standard
uncertainty of 10% was applied as a systematic error for the whole
experimental period, urel(Flux). The uncertainties of concentrations
and fluxes were added to a combined relative standard uncertainty
for leaching of each cation, uc, rel(Leachi), according to Eq. (12):

uc; relðLeachiÞ ¼ ½ðSErelðConciÞÞ2 þ ðurelðFluxÞÞ2�
1=2

ð12Þ

The data did not permit to establish any correlation between
the two variables. Therefore, the uncertainties in Eq. (12) had to
be added without correction for covariance. Absolute combined
standard uncertainties, uc (Leachi), were obtained by multiplying
uc, rel(Leachi) by the average over the plots, Leachi, similarly to
Eq. (4). The Type B portion, uType B(Leachi), was calculated in anal-
ogy with Eqs. (5) and (6).

2.6. Base cations accumulated in biomass

2.6.1. Rate of bioaccumulation
Bioaccumulation of Ca, Mg and K (kg ha�1 yr�1) and their equiv-

alent sum (kmolc ha�1 yr�1) were estimated in six tree compart-
ments (pools): stem wood, stem bark, needles, living branches,
dead branches, and stumps and roots. The annual accumulation rate
of each cation in the average plot was obtained by adding together
the pools and dividing by the 14 years of the study period (1987–
2001). More precisely, two periods had to be considered: one ‘pre-
thinning’ period from 1987 to 1993, and one ‘post-thinning’ period
from 1993 to 2001. Upon thinning, all parts of the felled trees were
removed from the plots, except stumps and roots. Any base cation
flux back to the soil from stumps and roots left in the plots upon thin-
ning was ignored. Using Eq. (13), the overall annual bioaccumulation
of a cation (‘i’) of a plot (‘p’) was calculated by summing over the rel-
evant pools, each associated with a tree compartment (‘j’) and a sam-
pling occasion (e.g., ‘[Pooli, j, p]1999, pre-thinning’ for cation ‘i’ in tree
compartment ‘j’ in plot ‘p’ before the thinning in 1993):

Bioacci; p ¼
1

14
�
X

j

½Pooli; j; p�1993; pre-thinning � ½Pooli; j; p�1987

n

þ½Pooli; j; p�2001 � ½Pooli; j; p�1993; post-thinning

o
ð13Þ

Each Pooli, j, p in Eq. (13) was calculated by multiplying year-
specific values for dry weight biomass, Wj, p (kg ha�1), and element
concentrations in the biomass, Conci, j, p, according to Eq. (14a).

Pooli; j; p ¼Wj; p � Conci; j; p ð14aÞ

To estimate the biomass, stem diameters at chest height (1.3 m
above ground) were measured yearly for all trees in the experi-
ment using a calliper. The biomass of individual trees was calcu-
lated using allometric regressions, where the logarithmic
biomass of compartments (‘j’) in individual trees (‘k’), ln(Wj, k),
was obtained as a function of logarithmic stem diameter only,
ln(D) (Table 3). Back-transformation to arithmetic biomass values
was performed with log-linear bias correction according to
Baskerville (1971); Eq. (15) for tree compartment (‘j’):

Wj; k ¼ expflnðWj; kÞ þ 1=2� ½RMSEj � ðlnðWj; kÞÞ�2g; ð15Þ

where Wj, k is the linear, back-transformed biomass in a compart-
ment of a single tree, and RMSEj is the root mean square error (aver-
age residual) of the relevant ln(Wj, k) (Table 3). For each of the tree
compartments, the total biomass within a plot for a given year, Wj, p

(kg ha�1), was obtained by adding together the individual trees in
the net plot examined and dividing by the area of the latter. On
average, 35 trees (range 26–42) were examined per net plot before
the thinning in 1993, and 121 trees (range 103–115) in the
extended net plot used after it. For stumps and roots, a general allo-
metric regression for several tree species developed by Petersson



Table 3
Allometric functions used to estimate the biomass of different compartments of a single tree as a function of chest-height stem diameter.

Component Regression RMSE(ln(Wj)) urel, allometric(Wj), before 1993 thinninga urel, allometric(Wj), after 1993 thinningb

Stem (wood + bark) ln(W) = �2.541 + 2.367ln(D)c 0.1483d 1.5% 0.76%
Needles ln(W) = �3.335 + 2.032ln(D)c 0.2928d 2.9% 1.5%
Living branches ln(W) = �3.988 + 2.284ln(D)c 0.2990d 3.1% 1.6%
Dead branches ln(W) = �4.541 + 2.214ln(D)c 0.4312d 4.5% 2.2%
Stumps and roots ln(W) = 4.52965 + 10.57571 � (D/(D + 142))e 0.31487e 3.3% 1.6%

a Relative standard uncertainty for estimating average biomasses over the four plots, based on 26–42 trees measured per plot before the thinning performed in 1993.
b Ditto, based on 103–115 trees per plot after the thinning performed in 1993.
c Regression obtained from Ågren et al. (personal communication); W is dry weight in kg and D is chest-height stem diameter in cm.
d Root mean square error of regression, on a logarithmic scale, based on data obtained from the authors of Ågren et al. (personal communication).
e Regression and RMSE from Petersson and Ståhl (2006); W is dry weight in g and D is chest-height diameter in mm.
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and Ståhl (2006) was used (Table 3). For above-ground compart-
ments, the allometric functions in Table 3 had been developed by
Ågren et al. (personal communication) based on 324 trees felled
on four occasions (1987, 1990, 1993 and 2001) in the present field
experiment. There were no significant differences between treat-
ments in these functions, so data from all the treatments form the
basis for the above-ground regressions in Table 3. It was further-
more found that including tree height or the lower boundary of
the canopy in the regressions changed the predictions to a very
small extent and in some cases yielded greater prediction errors.
Among the tree compartments mentioned above, the dry weights
of stem bark (WBark) and stem wood (WWood) were calculated col-
lectively by one common allometric function for the dry weight of
stem (WStem; Table 3), which had to be separated using year-specific
bark-to-stem ratios (Bark/Stem):

WBark ¼ ðBark=StemÞ �WStem ð16Þ

WWood ¼ ½1� ðBark=StemÞ� �WStem ð17Þ

Generalised (year-specific but common for all plots) bark-to-
stem ratios were established for trees felled in the investigated
control plots in 1987, 1990 and 2001; for 1993, a ratio was
obtained by linear interpolation.

With a few exceptions, as described in Section 2.6.2, base cation
concentrations in above-ground tree tissues (stem wood, stem
bark, needles, living branches and dead branches) from each plot,
Conci, j, p, were obtained by analysing samples from two to three
evenly distributed and representative trees felled in each plot in
1987, 1993 and 2001. Samples were analysed using ICP-ES after
digestion in concentrated HNO3 and HClO4 (volume-to-volume
ratio of the acids, 10:1). Neglecting any bioaccumulation of Na, a
concentration of the base cation equivalent sum, ConcRBC, j, p

(molc kg–1), was calculated based on the concentrations of Ca, Mg
and K.

For the stump and root compartment (‘Stump-root’ in the equa-
tions below), it was assumed that the concentration of a given cat-
ion in a given year equalled the mass-weighted average
concentration in stem wood and stem bark according to Eq. (18):

Conci; Stump-root; p ¼ ðBark=StemÞ � Conci; Bark; p

þ ½1� ðBark=StemÞ� � Conci; Wood; p ð18Þ

It follows that to calculate the pool of a given cation for a given
year, Eq. (14a) could be applied directly for the compartments of
needles, living branches and dead branches. The pools in stem bark
and stem wood (Pooli, Bark, p and Pooli, Wood, p) were calculated using
Eqs. (14b) and (14c), respectively:

Pooli; Bark; p ¼ ðBark=StemÞ �WStem; p � Conci; Bark; p ð14bÞ

Pooli; Wood; p ¼ ½1� ðBark=StemÞ� �WStem; p � Conci; Wood; p ð14cÞ
Finally, plot-wise cation pools in stumps and roots (Pooli, Stump-

root, p) were calculated using Eq. (14d):

Pooli; Stump-root; p ¼WStump-root; p � ½ðBark=StemÞ
� Conci; Bark; p þ ½1� ðBark=StemÞ�
� Conci; Wood; p� ð14dÞ

Eqs. (14a)–(14d) yielded year-specific values of the ‘Pooli, j, p’
terms of Eq. (13).

2.6.2. Combined standard uncertainty of the rate of bioaccumulation
Over the four plots, an average accumulation of each cation in

the biomass, Bioacci, and a combined standard uncertainty, uc(Bio-
acci), were calculated. Due to the complex nature of Eq. (13) and
the underlying Eqs. (14)–(18), no attempt was made to develop
an analytical expression for the combined standard uncertainty.
Instead, the aforementioned spreadsheet solution was used to
quantify the change in Bioacci when each of the variables in the
calculation was changed one standard uncertainty away from its
nominal value. The sum of squares in Bioacci (one squared change
per shifted variable) was equivalent to the squared combined stan-
dard uncertainty in Bioacci. The square root of this yielded the
combined standard uncertainty of Bioacci. Due to incomplete
plot-wise data, this was done using average values over the four
plots for the variables in Eqs. (14)–(18), and the standard errors
and standard uncertainties listed in Table 2. The latter are
described in the remainder of this section.

For biomass in each compartment, a Type A standard error
accounting for spatial variability over the four control plots was
calculated from the standard deviation over the four plots;
expressed as a percentage of the mean, it ranged from 6% to 11%.
This relative standard error was basically the between-plot vari-
ability of calliper measurements at biomass scale. It is referred to
as a year-specific ‘SErel(Wj)’ in Table 2. The error in stem diameter
measurements was shown to be negligible in biomass determina-
tions by Yanai et al. (2010), and was not considered here.

For the allometric functions, a relative Type B standard uncer-
tainty for each tree compartment, urel, allometric(Wj), was assessed
using a Monte Carlo procedure based on individual tree diameters
and the RMSE-values of Table 3. For each sampling occasion (1987,
1993 and 2001), it was calculated as the relative standard devia-
tion over 1000 realisations of the average-plot biomass, Wj

(kg ha�1). In the procedure, the expected prediction error for the
log biomass of a biomass compartment (‘j’) in a single tree (‘k’),
u(ln(Wj, k)), was first calculated as a function of tree diameter, D,
according to conventional theory of linear regression:

uðlnðWj; kÞÞ ¼ RMSE2
j � 1þ 1

ncal
þ

lnðDkÞ � ln ðDÞcal

h i2

SSðlnðDÞÞcal

0
B@

1
CA

2
64

3
75

1=2

:

ð19Þ
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The number ncal are the 324 trees of the calibration data set; Dk

is the diameter of the tree whose biomass is going to be predicted;
ln ðDÞcal and SS(ln(D))cal are the mean and sum of squares of log
diameters in the calibration data set, respectively. The factor by
which RMSEj

2 was multiplied in Eq. (19) ranged from 1.00 to
1.09 with an average of 1.01. Given the lack of access to calibration
data for the allometric function of stumps and roots according to
Petersson and Ståhl (2006), the relevant RMSE2 was used uncor-
rected for this tree compartment. To each individual ln(Wj, k) noise
was added that was u(ln(Wj, k)) multiplied by a normally distrib-
uted random number that had a mean of zero and standard devia-
tion of one. The resulting distorted values of ln(Wj, k) were then
back-transformed, using Eq. (15), into the biomasses for individual
trees, Wj, k. The latter were added together for all the trees exam-
ined in the four net plots, and divided by their combined area to
yield the average plot areal biomass (kg ha�1), Wj. Each of the
1000 realisations was calculated with a new set of randomly dis-
torted ln(Wj, k). It can be seen in Table 3 that urel, allometric(Wj)
became smaller owing to the larger number of observations in
the extended net plots after the thinning in 1993.

To account for both Type A and B uncertainties in the spreadsheet
solution, all biomasses for a given year, Wj in Eqs. (14a)–(14d), were
multiplied by two factors, each with the nominal value of one, and
the standard deviation of SErel(Wj) and urel, allometric(Wj), respec-
tively. Also, the bark-to-stem ratio present in Eqs. (14b)–(14d) was
given Type B uncertainty, because partly interpolated average plot
values were used. Thus, the ratio was multiplied by a factor having
the nominal value of one and the standard uncertainty of urel(Bark/
Stem), which was estimated at 4.4% from available data.

For base cation concentrations, ‘Type A’ relative standard errors
over the plots were calculated for Ca, Mg, K and their equivalent
sum in stem wood, stem bark, needles, living branches and dead
branches. In the spreadsheet solution, all average concentrations,
Conci, j, used in Eqs. (14a)–(14d) were multiplied by a factor having
the nominal value of one and the standard uncertainty SErel(Conci,j),
as relevant for the year of interest. For 2001, standard errors were
available for all these above-ground compartments. However, plot-
wise concentrations were unavailable from 1987 for all compart-
ments, and for the stem compartments in 1993. Therefore, for stem
compartments standard errors from 2001 were used for 1987 and
1993 as well. For the remaining above-ground compartments
(needles, living branches and dead branches) standard errors from
1993 were used also for 1987. All standard errors for concentra-
tions, SErel(Conci,j), were considered as Type A uncertainties,
whether they were obtained from the year of interest or inferred
from other samplings. They were highly variable and ranged from
0.4% to 23% for Ca, Mg, K and their equivalent sum.

Finally, the assumption that the concentration of a cation in
stumps and roots equalled the mass weighted average of the con-
centration in stem bark and stem wood was ascribed a guesstimat-
ed ‘Type B’ relative standard uncertainty, urel(Stump-root conc), of
10%. To take this uncertainty into account, each Pooli, Stump-root

from Eq. (14d) was multiplied by a common factor having the
nominal value of one and the standard uncertainty of 0.1. The fac-
tor accounted for a systematic error in the assumption, in addition
to the variability already taken into account via the above-ground
compartments.

When calculating uc(Bioacci) using the spreadsheet solution, an
underlying assumption was that the variables contributing to Bio-
acci were independent. This was justified by the general absence of
significant correlations between biomass change and cation con-
centrations in the present material. It can be seen that some vari-
ables appeared several times in Eq. (13) and the underlying Eqs.
(14)–(18). An important feature of the spreadsheet solution was
that all these equations were calculated simultaneously. Therefore,
each variable was shifted in all pertinent equations simulta-
neously, and yielded only one single contribution to the sum of
squares constituting (uc(Bioacci))2. This prevented multiple mani-
festations of one single uncertainty from fraudulently propagating
as if they were independent errors.

When estimating uc(Bioacci) based on average plot calculations
as described above, it was possible to circumvent the missing plot-
wise concentrations for some tree compartments. When performing
the Monte Carlo calculation of weathering rates according to Eq.
(1b), however, complete plot-wise data were critical and missing
plot-wise concentrations had to be re-constructed by adding noise
to the available plot means. The added noise was the relevant stan-
dard deviation over plots, as available from 1993 or 2001, multiplied
by a normally distributed random number that had a mean of zero
and standard deviation of one. In a larger data set, one is likely to find
significant correlations between tree size and cation concentrations
in tree tissues (Rothpfeffer and Karltun, 2007). However, the current
data did not show consistent correlations between biomasses and
concentrations. By consequence, cation concentrations of individual
plots and on individual sampling occasions were treated as indepen-
dent random variables in this procedure.

2.7. Internal cycling: gross uptake, canopy excretion and litter fall

In addition to the net fluxes that constitute the terms of the
weathering budget, Eq. (1), the internal fluxes of the elements Ca,
Mg and K were quantified. Gross uptake rates of Ca, Mg and K
(Gross uptakei) were calculated from the rates of bioaccumulation
(Bioacci), litter fall (Litteri) and canopy excretion (Excreti), all hav-
ing the unit of kg ha�1 yr�1:

Gross uptakei ¼ Bioacci þ Litteri þ Excreti ð20Þ

The bioaccumulation term is described in Section 2.6.1. The lit-
ter fluxes of base cations were measured during 1989–1997 by
analysing needles that had fallen onto nylon mesh litterfall collec-
tors (9 collectors per plot, 0.25 m2 each, emptied 4–11 times per
year). Base cation concentrations in the needle litter (approxi-
mately 90% of the total litter in the control plots) were analysed
using ICP-ES after digestion in concentrated HNO3 and HClO4 (ratio
10:1). The term ‘Litteri’ in Eq. (20) is the grand annual mean over
the four plots.

The canopy excretion of a cation, Excreti, was calculated as the
difference between throughfall (TFi) and deposition (Depi), both
described in Section 2.3 above. Using Eq. (2), this produces the fol-
lowing equation:

Excreti ¼ TFi � Depi ¼ TFi � OFi �
TFNa

OFNa
ð21Þ

Only average plot data were available for litterfall, and the
terms of throughfall and deposition in Eq. (20) are likely to be
dependent on one another. Therefore, only central values were cal-
culated for gross uptake and canopy excretion.
3. Results

3.1. Weathering rates and overall cation cycling

Fig. 1 shows average fluxes for the base cations along with aver-
age pools during the study period. The rapid turnover of exchange-
able cations and the small magnitude of weathering compared to
the overall cycling of cations in the system are striking. The geo-
chemical pools in this and similar boreal ecosystems are very large
compared to all the other pools and fluxes. The yearly production
of above-ground biomass (data from this paper) and needle litter
(data from Nilsson et al., 2001) during the study period were fairly
constant at approximately 5 and 2 ton ha�1 yr�1 of dry matter,
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respectively (Fig. 2). In the beginning of the period, the above-
ground biomass was 90 ton ha�1 dry weight on average; at the end
it was 154 ton ha�1.

Central values for weathering rates according to cation budgets
indicated a net release of 2.4, 1.4, 0.3 and 2.3 kg ha�1 yr�1 for Ca,
Mg, K and Na respectively (Table 4). Confidence intervals were
obtained by multiplying the combined standard uncertainties by
3.18, which corresponds to the t-value for 3 degrees of freedom
(4 replicates) at the 95% level. The amplitude of these intervals
was similar to (Mg) or larger than (Ca, K and Na) the nominal
weathering rates themselves. Accordingly, most cations had
weathering rates that were not significantly separated from zero.
However, nominal (central) values for individual plots in Table 4
were consistently positive for Mg and Na, whereas negative excur-
sions occurred for Ca and K.

For Ca and K, Type A uncertainties accounted for almost all
(>90%) of the extended SE, whereas for Mg and Na Type B uncer-
tainties were prominent (Table 4). This is due to the way different
terms dominated the budget of the different cations, and the pre-
ponderance of Type A or B uncertainties in the different budget
terms (shown in Section 3.2 below). Particularly for Ca and K, the
relative contributions to the extended standard errors (Table 4)
indicated that bioaccumulation was important, both as a term in
Gross uptake
Ca: 20

Mg: 6.4
K: 21

Li�
Ca: 7
Mg: 
K: 2

Biomass pool
Ca: 230
Mg: 50
K: 190
Na: 10

Exch pool
Ca: 82
Mg: 28
K: 59

Na: 33

Geochemical
pool (0-50 cm)

Ca: 30 000
Mg: 8 900
K: 89 000

Na: 71 000

Excre�on
Ca: 4.6
Mg: 1.9

K: 15

Weathering
Ca: 2.4 ± 7.5
Mg: 1.4 ± 1.4
K: 0.3 ± 4.2

Na: 2.3 ± 9.2

Fig. 1. Average pools (circles, kg ha�1) and fluxes (arrows with white plates, kg ha�1 yr
southwest Sweden. Circle areas and arrow widths are proportional to the equivalent sum
area representing the geochemical pool is outside the figure. Where shown, confidence in
standard errors (throughfall of Na) or combined standard uncertainties (remaining ca
Geochemical composition of the fine earth was measured using ICP-MS after fusion with
exchangeable cations. Rounded figures for ‘gross uptake’ and ‘excretion’ make some of t
the cation budget and as a source of uncertainty. Deposition and
leaching had a large influence on Mg and Na due to the high depo-
sition of sea salts at the particular study site. The change in
exchangeable cations appeared to be of little importance for uncer-
tainties in weathering rates for all base cations.

3.2. Individual terms of cation budgets

3.2.1. Rate of deposition
Table 5 shows mean values and standard uncertainties for the

deposition of base cations in the experiment. The deposition of
Ca, Mg and K was in the range 3–4 kg ha�1 yr�1. Na had a much lar-
ger input, approximately 30 kg ha yr–1. The combined standard
uncertainties were essentially a result of the between-plot stan-
dard error of TFNa, and of covariances involving this flux. The con-
tributions from the different urel(OFi) were small in themselves, but
propagated via the covariances of OFi with TFNa. With the different
urel(OFi), including urel(OFNa), set to zero, the combined standard
uncertainty of deposition became identical to the Type A standard
error, SE(Depi). In terms of weathering rate, ignoring the Type B
uncertainties affected only Mg noticeably, by yielding a slightly
underestimated extended standard error, SEextended(WeathMg), of
0.32 instead of from 0.44 kg ha�1 yr�1.
Dep input 
(throughfall)
Na: 29 ± 12

er
.8

1.7
.6

Throughfall
Ca: 8.8 ± 3.3
Mg: 5.7 ± 2.3

K: 17 ± 5

Dep input
Ca: 4.1 ± 2.1
Mg: 3.9 ± 1.9
K: 2.7 ± 1.3

Leaching
Na: 32 ± 16

Leaching
Ca: 1.7 ± 1.3
Mg: 2.5 ± 1.7
K: 0.86 ± 0.65

�1) of Ca, Mg, K and Na during 1987–2001 in the experimental forest at Skogaby,
of the cations included. Soil pools are calculated for 0–50 cm depth, and most of the

tervals were calculated based on the extended standard error (weathering), ordinary
tion budget terms) and a t-value of 3.18 (the 95-% level, 3 degrees of freedom).

LiBO2 and dissolution in HNO3; conversion to kg ha�1 values done similarly as for
hese fluxes apparently in conflict with data in the relevant tables.
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3.2.2. Rate of change in exchangeable base cations
Confidence intervals based on the t-value of 3.18 suggested a

significant decline of exchangeable Ca, K and RBC, and more or less
stationary pools of exchangeable Mg and Na (Table 6), at least dur-
ing the later years of the study period (Fig. 3). The decline of
exchangeable Ca and K may to some extent be associated with a
slight degradation of the forest floor, as suggested by the decrease
over time of the FH-layer mass in Fig. 3a (regression on year close
to significant, P = 0.055). For K and RBC processes in the mineral
soil (‘0–50 cm’ in Fig. 3) were important for the evolution of
exchangeable pools.

The relative contributions to the combined standard uncer-
tainty were dominated by Type A uncertainties. Type B uncertain-
ties of dry bulk density and of the content of stones and boulders
were of lesser importance (Table 6). This is not to say that dry bulk
density and stoniness were not critical, but that the variability of
plot-wise performed measurements dominated over the system-
atic error in stoniness and the error in generalised bulk densities.
Uncertainties in the estimated cation content of the L-layer in early
years showed to be somewhat important for the divalent cations of
Ca and Mg, whereas exchangeable K and Na were predominantly
found in the mineral soil (0–50 cm, Fig. 3) and appeared little
affected by this uncertainty.

Fig. 3 shows abrupt increases and decreases in the pools of
exchangeable cations, notably during early years. These changes,
Table 4
Rates of base cation weathering (kg ha�1 yr�1), expressed as a mean over the four investig
shown is the extended standard error of the mean, SEextended(Weathi). ‘Type A only’ is the st
off in the Monte Carlo calculation; ‘Type B additional. . .’ is the remaining part of the ext
SEextended(Weathi), rounded values). In addition, the relative contributions (percentages) to
collectively, and into the contributions from different terms in the cation budget. The confi
3.18 (the 95-% level, 3 degrees of freedom).

Statistics and contributions Ca
(kg ha�1 y

Mean, four plots 2.4
Range, individual plots, no noise added �2.9 to 6
Extended standard error, SEextended(Weathi) 2.4

Type A only, SE(Weathi) 2.3
Type B additional uncertainty 0.6

Confidence interval (95%), Type A and B uncertainties ±7.5

Relative contributions to the extended SE, Type and B uncertainties collectively
Type A 95%
Type B 5%

Relative contributions to the extended SE, different terms of the cation budget
Deposition and Leaching (two strongly interdependent terms together) 6%
Change in exchangeable cations 2%
Accumulation in biomass 79%
Covariances, in addition to Deposition and Leaching 14%
in the range of 10–20 kg ha�1 over only a few years, were of a sim-
ilar order of magnitude as the annual gross uptake (Ca, Mg and K)
or deposition (Na) presented in Fig. 1.

3.2.3. Rate of leaching
The concentrations of base cations in soil solutions at 50 cm

depth varied considerably between plots and between sampling
occasions (Fig. 4). Modelled water fluxes showed long periods with
only small water movement, interrupted by peaks with high rates
of vertical flow. Typically, as much as 90% of the water runoff
occurred during approximately 25% of the time. The data did not
reveal any significant correlation between water flow rates and
cation concentrations, and the calculated leaching appeared to be
strongly dependent on the modelled runoff of water. Temporal var-
iability was greater than spatial variability: Relative standard devi-
ations between years of calculated cation fluxes in single plots
were in the range of 33–83% (not shown), to be compared with
the relative standard errors due to between-plot variability in mea-
sured concentrations, SErel(Conci), which were 3–19% (Table 2).

Deposition and leaching of chloride indicated considerable mis-
match between the estimates of the two fluxes. As shown in Fig. 5,
the pattern was similar for the uncorrected flux of Na, indicating
that there was indeed a bias in estimated deposition and/or leach-
ing, due to circumstances that were different for each plot. The cor-
rection ratio of Eq. (11) ranged from 0.77 to 1.97 for the four plots.
The corrected leaching losses were in the range of 0.86–
2.5 kg ha�1 yr�1 (central values) for Ca, Mg and K. For Na, it was
considerably greater due to the marine influence at the site
(Table 7). The guesstimated 10% relative standard uncertainty of
modelled water flux, urel(Flux), was highly critical for the uncer-
tainty in the weathering rate for Na and to some extent for Mg.
Eliminating urel(Flux) by setting it to 0 % yielded an extended SE
of weathering that was only 0.32 and 0.51 kg ha�1 yr�1 for Mg
and Na. With a urel(Flux) of 20%, the extended SE became 0.6 and
6 kg ha�1 yr�1 for Mg and Na, respectively.

3.2.4. Rate of bioaccumulation
Concentrations of Ca and K in tree tissues showed a decline over

time, as expected for a young to middle-aged tree stand, whereas
the concentration of Mg was more or less constant (not shown).
The mean base cation accumulation in tree biomass was 7.4, 2.8
and 4.2 kg ha�1 yr�1 for Ca, Mg and K respectively (Table 8). Of
ated plots, and the range of nominal values obtained from the individual plots. Also
andard error of the mean for the four plots, when Type B uncertainties were switched
ended standard error (the sum of the squared contributions is equal to the squared

the extended SE are divided in two different ways: into Type A and B uncertainties
dence intervals were calculated based on the extended standard error and a t-value of

Mg K Na RBC
r�1) or % (kmolc ha�1 yr�1) or %

1.4 0.3 2.3 0.33
.1 0.8 to 1.9 �2.2 to 3.3 0.9 to 3.2 0.01 to 0.62

0.44 1.3 2.9 0.27
0.23 1.3 0.51 0.14
0.38 0.28 2.8 0.23

±1.4 ±4.2 ±9.2 ±0.85

27% 96% 3% 28%
73% 4% 97% 72%

81% 4% 106% 73%
2% 4% 1% 1%

20% 82% 0% 25%
�3% 10% �7% 2%



Table 5
Mean and combined standard uncertainty, uc(Depi), of the rates of deposition of base cations. ‘Type A only’ is the standard error over the four plots, when Type B uncertainties
were ignored; ‘Type B’ is the part of the combined standard uncertainty that derived from Type B uncertainties (cf. Table 2). Also shown are the relative contributions (%) to
uc(Depi); see Eq. (6). Confidence intervals for the deposition rates are provided in Fig. 1.

Statistics and contributions Ca Mg K Na Cl RBC
(kg ha�1 yr�1) or % (kmolc ha�1 yr�1) or %

Mean 4.1 3.9 2.7 29 54 1.9
Combined standard uncertainty, uc(Depi) 0.65 0.61 0.41 3.7 8.7 0.30
Type A only, SE(Depi) 0.51 0.48 0.33 3.7 6.8 0.23
Type B additional uncertainty, uType B(Depi) 0.40 0.37 0.24 NAa 5.5 0.19

Relative contributions to uc(Depi)
Type A: Throughfall of Na, SErel(TFNa) 62% 63% 65% 100% 60% 61%
Type B: Open-field dep., ion of interest, urel(OFi) 2% 2% 1% NAa 2% 2%
Type B: Open-field dep., Na, urel(OFNa) 2% 2% 2% NAa 2% 2%
Type B: Covariance (TFNa, OFi) 12% 11% 9% NAa 15% 14%
Type B: Covariance (TFNa, OFNa) 19% 19% 20% NAa 18% 18%
Type B: Covariance, (OFi, OFNa) 3% 3% 2% NAa 4% 3%

a Not applicable.

Table 6
Mean and combined standard uncertainty, uc(DExchi), of the rates of change in exchangeable base cations. ‘Type A only’ is the standard error over the four plots, if Type B
uncertainties were ignored; ‘Type B’ is the part of the combined standard uncertainty that derived from Type B uncertainties (cf. Table 2). Relative contributions (%) to uc(DExchi)
were calculated in analogy with Eq. (6). Confidence intervals were calculated based on the combined standard uncertainty and a t-value of 3.18 (the 95-% level, 3 degrees of
freedom).

Statistics and contributions Ca Mg K Na RBC
(kg ha�1 yr�1) or % (kmolc ha�1 yr�1) or %

Mean change, four plots –2.7 –0.02 –2.1 –0.76 –0.22
Combined standard uncertainty, uc(DExchi) 0.32 0.06 0.27 0.26 0.02
Type A only, SE(DExchi) 0.28 0.05 0.25 0.25 0.02
Type B additional uncertainty, uType B(DExchi) 0.16 0.03 0.08 0.07 0.01

Confidence interval (95%), Type A and B uncertainties ±1.0 ±0.19 ±0.8 ±0.83 ±0.08

Relative contributions to uc(DExchi)
Type A: Between-plot variability, SE(DExchi) 74% 74% 90% 94% 66%
Type B: Cations in litter (L) layer early years 15% 17% 4% 0.1% 15%
Type B: Dry bulk density 7% 6% 5% 4% 10%
Type B: Stones and boulders 5% 2% 1% 3% 8%
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the individual contributions to the combined standard uncertainty,
it can be seen in Table 8 that Type A uncertainties in biomass and
concentrations dominated for all cations. The uncertainties in allo-
metric functions, which were considerable for a single tree, were of
little importance when estimating the biomass over several plots.
This is on condition that biases in addition to the RMSE-values of
the allometric functions were absent. Errors in the ratio of Bark/
Stem contributed only little uncertainty. Also, the guesstimated
10% systematic error in the assumption about cation concentra-
tions in the stump and root compartment was of minor impor-
tance; the calculation was not particularly sensitive to a shift in
this value. Tentatively increasing urel(Stump-root conc) to 50%
yielded a combined standard uncertainty, uc(Bioacci), of 1.8, 0.41
and 1.4 (kg ha�1 yr�1) for Ca, Mg and K, and 0.15 for their equiva-
lent sum.
4. Discussion

4.1. Characteristics of the base cation fluxes

The nominal weathering estimates in Table 4 were comparable
to the results of Olsson and Melkerud (2000), who reported
annual base cation weathering rates of 0.6–2.7 kg ha�1 yr�1 for
three Nordic forest soils since the last deglaciation. The cations
differed regarding their pools and fluxes. For Ca, accumulation
in the biomass potentially constituted the largest term in the
cation budget (7.4 ± 5.4 ha�1 yr�1; Table 8) besides deposition
(4.1 ± 2.1 kg ha�1 yr�1; Fig. 1). Although the confidence intervals
suggest some uncertainty as to whether there was a deficit in
weathering rate (2.4 ± 7.5 ha�1 yr�1) compared to the accumula-
tion in the biomass, exchangeable Ca in the soil showed a declining
trend (Table 6; Fig. 3), and would be even more so with less Ca
deposition. The importance of atmospheric deposition for the
cycling of Ca in forest stands has been elucidated in numerous
studies (e.g., Bélanger and Holmden, 2010). Deposition may pro-
vide the majority of Ca taken up by trees, depending on conditions
for soil weathering and deposition. It was found to contribute
almost 100 % of the Ca taken up in a setting with a large marine
influence in the northwest USA (Perakis et al., 2006).

The budget of K resembled that of Ca in many ways: The
accumulation rate in the biomass was potentially high (4.2 ±
4.3 kg ha�1 yr�1; Table 8), the weathering rate was highly uncertain
(0.3 ± 4.2 kg ha�1 yr�1) and there was a negative change in
exchangeable K in the soil (�2.1 ± 0.8 kg ha�1 yr�1; Table 6). The
deposition input (2.7 ± 1.3 kg ha�1 yr�1; Fig. 1) appeared substan-
tial, although its confidence interval had an overlap with that of
leaching (0.86 ± 0.65 kg ha�1 yr�1; Table 7).

For Mg, leaching (2.5 ± 1.7 kg ha�1 yr�1; Fig. 1) and accumula-
tion in the biomass (2.8 ± 1.1 kg ha�1 yr�1; Table 8) were similarly
important sinks. The weathering rate was 1.4 ± 1.4 kg ha�1 yr�1

(Table 4), and the input from deposition 3.9 ± 1.9 kg ha�1 yr�1

(Fig. 1). Deposition of Mg therefore appeared important to prevent
a decline in the pool of the exchangeable Mg in the soil (Table 6).

For Na the deposition was large, owing to the extensive marine
inputs at this site. The accumulation of Na in the biomass was not
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estimated due to the lack of early period data. However, the pool of
Na in above-ground biomass was 10 kg ha�1 on average for avail-
able data (Fig. 1). Assuming approximately constant Na concentra-
tions in tree tissues over time, the typical annual increment of the
biomass suggests a bioaccumulation of Na of about 0.3 kg ha�1 yr�1,
which is negligible in the context of its cation budget. In the absence
of significant changes in the pool of exchangeable Na (Table 6), the
deposition input was most probably balanced by leaching. Hence,
the large uncertainties in deposition and leaching cannot be consid-
ered as independent errors.

4.2. The difficulty of assessing small weathering rates from cation
budgets

According to Table 4, it is clearly difficult to measure with suf-
ficient accuracy the small weathering rates that prevail in the
rather slowly weathering soils of many forest ecosystems. For
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Fig. 3. Temporal trends of (a) dry matter in the forest floor (litter, ‘L-layer’, and humus, ‘F
(0–50 cm depth) and (f) the sum of exchangeable base cations. Dots represent means ov
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RBC, the range of nominal (central) values of individual plots
(0.01–0.62 kmolc ha�1 yr�1) was somewhat narrower, and the con-
fidence interval (0.33 ± 0.85 kmolc ha�1 yr�1) somewhat wider,
than the range of weathering rates estimated by Hodson and
Langan (1999) for a Scotish till of granitic origin. Compared to
the range of weathering rates of Ca and K, estimated by
Klaminder et al. (2011) for at granitic setting in northern Sweden
using various methods, our confidence intervals have amplitudes
similar to those delimited by their judiciously assessed upper
and lower constraints for the weathering rates.

The need for replicates to obtain realistic estimates is obvious
(Table 4). Weathering in this study turned out to be a small flux
in the overall element cycles, making it an inherently difficult var-
iable to assess. Gross uptake rates were several times greater than
the central values of weathering rates (Fig. 1). The study site has
relatively small pools of exchangeable base cations, and is situated
in a region in southwest Sweden with an expected high rate of
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accumulation of N in the forest ecosystem (Akselsson et al., 2007).
A concomitant high demand for base cations from weathering may
therefore be expected. It is noteworthy that, despite this, exploita-
tion of weatherable soil minerals was a subordinate feature in the
cycling of base cations. The confidence intervals of weathering
rates had amplitudes larger than the nominal estimates them-
selves, and for most elements extended below zero. Potentially
negative weathering was also obtained by Klaminder et al.
(2011) for Ca. When calculating element budgets for potassium
in agricultural systems, similarly uncertain weathering rates were
obtained in soils where the weathering was slow due to a coarse
soil texture. In contrast, soils with a high weathering potential
showed weathering rates that were significantly different from
zero (Simonsson et al., 2007), suggesting that a threshold in the
weathering rate had to be overcome for conclusions to be drawn
about its absolute magnitude or even whether it was positive or
negative.

The question arises what is a realistic range of values calculated
by Eq. (1b), especially whether it may comprise negative values. As
pointed out in Section 2.2.1, the calculated ‘weathering’ in this
study may comprehend any mobilisation from or accumulation
in soil pools other than the exchange complex above 50 cm depth
in the soil. For Ca, these processes may include build-up or slow
release of non-exchangeable cation associated with litter in the
forest floor. The release of such Ca during decomposition of forest
litter may take a couple of years (Likens et al., 1998). Furthermore,
fluxes between the soil solution and an oxalate reserve may be
important for Ca, as suggested by Bailey et al. (2003). Therefore,
negative ‘weathering’ of Ca is not obviously unrealistic. The other
base cations are more readily released during litter decomposition
(Berg and Staaf, 1980). For K, negative weathering is compatible
with fixation in clay minerals. Mineralogical evidence for fixation
of K in the root zone, even during the growth season, was found
in a forest ecosystem by Turpault et al. (2008) and Calvaruso
et al. (2009). However, at Skogaby the decline in exchangeable K
indicates ongoing depletion of the element. Under such circum-
stances the probable process on the long term is release from the
sparsely occurring K-bearing clay minerals, rather than fixation
(Simonsson et al., 2007, 2009). Consequently, the negative end of
the confidence interval for K-weathering can be dismissed. Also
for Na, negative weathering is improbable considering the high sol-
ubility of this element in natural systems.
4.3. What should be done with the Type A and B uncertainties?

‘Classical’ Type A standard errors are often considered sufficient
to use when testing whether treatment means in a replicated
experiment are different. In order to make statements about abso-
lute values, however, Type B uncertainties also need to be consid-
ered, e.g. in an effort to establish the largest off-take rates of base
cations allowed in a sustainable forest management. Due to the
marine influence at the Skogaby site, Mg and Na turned out to be
sensitive to Type B uncertainties in deposition and leaching,
whereas Ca and K appeared controlled by bioaccumulation, where
Type B uncertainties were relatively unimportant. Although this
classification of the ions is useful for the discussion below, it
should not be inadequately generalised to sites in a different
setting.



Table 7
Mean and combined standard uncertainty, uc(Leachi), of the leaching of base cations . ‘Type A only’ is the standard error over the four plots, if Type B uncertainties were ignored;
‘Type B’ is the part of the combined standard uncertainty that derived from Type B uncertainties (cf. Table 2). Relative contributions (%) to ucLeachi) were calculated in analogy
with Eq. (6). Confidence intervals are shown in Fig. 1.

Statistics and contributions Ca Mg K Na Cl RBC
(kg ha�1 yr�1) or % (kmolc ha�1 yr�1) or %

Mean 1.7 2.5 0.86 32 54 1.7
Combined standard uncertainty, uc(Leachi) 0.40 0.55 0.20 5.0 8.7 0.28
Type A only, SE(Leachi) 0.36 0.49 0.18 3.9 6.7 0.22
Type B additional uncertainty, uType B(Leachi) 0.17 0.25 0.09 3.2 5.4 0.17

Relative contributions to uc(Leachi)
Type A: Between-plot SErel(Conci) 82% 80% 82% 59% 61% 63%
Type B: Estimated urel(Flux) 18% 20% 18% 41% 39% 37%

Table 8
Mean and combined standard uncertainty, uc(Bioacci), for the accumulation rate in biomass. ‘Type A only’ is the standard error over the four plots, if Type B uncertainties were
ignored; ‘Type B’ is the part of the combined standard uncertainty that derived from Type B uncertainties (cf. Table 2). Relative contributions (%) to uc(Bioacci) were calculated in
analogy with Eq. (6). Confidence intervals were calculated based on the combined standard uncertainty and a t-value of 3.18 (the 95-% level, 3 degrees of freedom).

Statistics and contributions Ca Mg K R(Ca, Mg, K)
(kg ha�1 yr�1) or % (kmolc ha�1 yr�1) or %

Mean 7.4 2.8 4.2 0.71
Combined standard uncertainty, uc(Bioacci) 1.7 0.33 1.4 0.13
Type A only 1.6 0.32 1.3 0.13
Type B, additional uncertainty, uType B(Bioacci) 0.5 0.10 0.3 0.04

Confidence interval (95%), Type A and B uncertainties ±5.4 ±1.1 ±4.3 ±0.42

Relative contributions to uc(Bioacci)
Type A: Biomass, plot variability, SErel(Wj) 59% 76% 65% 76%
Type A: Concentration, partly generalised plot variability, SErel(Conci) 32% 14% 29% 14%
Type B: Biomass, allometric functions, urel, allometric(Wj) 3% 4% 4% 4%
Type B: Bark/stem ratio, urel(Bark/Stem) 5% 3% 2% 5%
Type B: Assumption stump-root conc, urel(Stump-root conc) 0.7% 2% 0.2% 0.9%
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Our results indicate that ‘‘sufficiently high’’ standard errors may
be obtained for cation accumulation in the biomass, even when
ignoring Type B errors (Table 8). This is encouraging for similar
ecosystem studies, because the calculations are considerably sim-
plified if Type B uncertainties of allometric functions etc. can be
ignored. The relative importance of Type A and B uncertainties
depends on the circumstances of the studied experiment. With a
greater number of plots, Type A standard errors would decrease,
and with them the extended standard errors. As a consequence,
the relative importance of several Type B uncertainties could be
expected to increase, insofar as they do not depend on replication
among plots.

To assess the often dominating flux of bioaccumulation, it is
critical to use valid allometric functions. The use of generalised
functions was justified in previous work on the Skogaby site, where
it was found that the treatments did not differ significantly with
respect to function parameters (Ågren, personal communication).
Taking a wider perspective, possible bias in allometric functions
for stumps and roots was not accounted for in the present study.
The function that we used (Table 3) was developed by Petersson
and Ståhl (2006) based on 31 specimens of P. abies from different
parts of Sweden. In their comparison with previous results from
Sweden, they found no systematic deviation of their function.
Hence, it appeared possible to generalise the functions at least at
a national scale.

If, in turn, bioaccumulation is a prominent term in the entire
cation budget, this study’s results for Ca and K suggest that a cor-
rect level of uncertainty may be obtained for estimated weathering
rates, by using Type A uncertainties alone. Since both biomass and
cation concentrations in tree tissues were critical for the combined
uncertainty of bioaccumulation, it is important that plot-wise data
for both variables are used.
If, on the other hand, deposition and leaching are prominent in
the budget, our results for Mg and Na indicate that Type B uncer-
tainties may be important. The discrepancy found between deposi-
tion and leaching of chloride also indicates that a correction for
bias in either flux needs to be performed in each plot separately,
to avoid systematic errors in the cation budget. The calculated
weathering rate of Na was largely influenced by uncertainties in
the leaching rate. The uncertainty of leaching, and the distribution
of the error in leaching measurements, obviously needs further
consideration in work on element budgets where leaching is a
prominent term.

4.4. Predicting sustainability from cation budgets

In several field studies, the authors have assessed values for all
fluxes, including weathering rates according to the PROFILE-model
(Sverdrup and Warfvinge, 1993) or mineralogical considerations
(Likens et al., 1998), and predicted the likely trends for exchange-
able cations based on the balances obtained. In a recent compila-
tion of data from the experimental Breuil-Chenue forest
plantation established in 1976 in the Morvan, France, exchange-
able Ca and K were relatively stable according to measurements
in the soil, but should be depleted by 3 and 7 kg ha�1 yr�1, respec-
tively, according to cation budgets with weathering estimates
obtained from PROFILE (van der Heijden et al., 2013). Whereas a
discrepancy between observation and budget could be explained
for Mg, the results for Ca and K suggest that the uncertainty in
the cation budget was similar to the net balance itself. Laclau
et al. (2005) assessed cation budgets and sustainability of a Euca-
lyptus plantation in Congo, where the modelled weathering input
of base cations was negligible. Whereas depletion in soil nitrogen
was highly probable, the data were not conclusive as to whether
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exchangeable base cations were undergoing an increase or a
decrease in the soil, primarily due to the uncertainties of deposi-
tion and accumulation in the harvested biomass, which were the
most prominent fluxes.

In the national-scale study of Sverdrup et al. (2006), predicted
changes in exchangeable K under conventional stem harvesting
were mostly in the range of �2 to + 2 kg ha�1 yr�1. Imbalances
commonly corresponding to several kg ha�1 yr�1 were also found
in the study of Sverdrup et al. (2006), which considered several
tree species and a scale of several km2. Fichter et al. (1998) calcu-
lated cation budgets for spruce and beech ecosystems at the hill-
slope scale and obtained negative balances, indicating a depletion
of exchangeable base cations in the order of �0.4 to �3.7 kg ha�1 -
yr�1 for Ca, Mg, K and Na. In the Hubbard Brook Experimental For-
est, the depletion of exchangeable Ca was calculated based on a
mass balance for the watershed and mineralogical data (Likens
et al., 1998). The calculated depletion during 1965–1992 was of
the order 400–450 kg ha�1, which was greater than the pool of
exchangeable Ca in 1983 of 260 kg ha�1. These pools and fluxes
are almost tenfold greater than in the present paper.

Due to the way uncertainties of the terms accumulated in the
cation budgets for Skogaby, weathering estimates for most ele-
ments suffered from a substantially greater uncertainty than
the terms from which it was calculated (Fig. 6). It therefore
appears that changes in exchangeable cations may be measured
with higher precision, if assessed directly from soil data than
via a cation budget. In the present data, confidence intervals for
annual changes ranged from ±0.19 kg ha�1 yr�1 for Mg to
±1.0 kg ha�1 yr�1 for Ca. Although this represents a high precision
compared to the studies cited above, it should be noted that
the reported uncertainty is valid only for the current study
period.

The analysis presented in this paper did not quantify the error
when attempting to generalise the results for, e.g., an entire rota-
tion period. Therefore, a discussion of the apparent abrupt changes
in the pools of exchangeable cations seen in Fig. 3 is of some inter-
est. If these changes were due to episodic fluxes to or from the soil,
then the chosen time frame for the study period can be expected to
have a large influence on the result. If, on the other hand, they were
due to errors in sampling and laboratory procedures, then these
uncertainties as such would need further consideration in similar
studies. The data in Fig. 1 suggest that exchangeable Na had a
mean residence time with respect to throughfall of only 1 year.
The decline in exchangeable Na may be explained by an abrupt
decrease in the deposition input, from 40–50 kg ha�1 yr�1 in
1989 and 1990, to 20–30 kg ha�1 yr�1 from 1991 and onwards
(see Bergholm et al., 2003). The fluctuation patterns of exchange-
able Ca, Mg and K, on the other hand, differed markedly from those
of Na (Fig. 3). With a mean residence time of 3–4 years with
respect to the gross uptake rates in Fig. 1, the exchangeable pools
were likely to be influenced by fluxes between soil and vegetation.
However, the low resolution in time and space of the present cat-
ion data for tree tissues does not allow us to study any variations in
uptake rates over short periods. More detailed studies of cation
budgets are needed to assess the credibility of variation patterns,
such as those in Fig. 3.

Another concern is that changes in the pools of exchangeable
cations might be a result not only of fluxes between soil and
vegetation, but also of the dynamics of soil organic matter. Inputs
of organic matter after a tree-felling have been reported to increase
the stocks of exchangeable base cations in virtue of an increased
abundancy of exchange sites in the soil profile (Johnson et al.,
1997); the effect may persist for decades (Knoepp and Swank,
1997). During the thinning performed in 1993 at Skogaby,
however, the above-ground biomass of felled trees was removed
from the plots. Although there was a nearly significant decrease
in the mass of the FH-layer over time (Section 3.2.2), the total
stock of organic C in the forest floor and mineral soil remained at
100–110 ton ha�1 without significant changes during 1987–1997
according to measurements in the soil profile (Persson et al., 2001).

5. Conclusions

� Forest management on soils with a low ability to replenish har-
vested base cations through soil weathering is highly depen-
dent on base cation cycling in the stand to support
sustainable tree growth. This has implications for the suitability
of intensified practices, such as whole tree harvesting and
stump removal, on soils with a coarse texture and low weather-
ing rates.
� Central values of weathering rates estimated from cation bud-

gets at the Skogaby site were in the range of 0.3–2.4 kg ha�1 -
yr�1 for Ca, Mg and K in this study.
� Despite an ambitious sampling programme involving all rele-

vant fluxes during the study period, the uncertainties,
expressed as confidence intervals, were frequently greater than
the central values themselves, and are likely to be so in similar
studies on soils with low weathering rates due to limitations in
texture or mineralogy.
� For cations where bioaccumulation dominates the budget (Ca

and K in this study), a more or less correct level of uncertainty
in weathering estimates is likely to be obtained merely by
accounting for ‘traditional’ plot variability (‘Type A’ uncer-
tainty), e.g. in biomass and cation concentrations in above-
ground tree tissues. Uncertainties in functions and factors not



M. Simonsson et al. / Forest Ecology and Management 340 (2015) 135–152 151
replicated over the plots (‘Type B’ uncertainties), such as allo-
metric functions, appear to be of lesser importance, provided
that the functions are representative of the studied forest stand.
� For cations with large deposition and leaching fluxes (Mg and

Na in this study), it is necessary to take plot variability in
throughfall (Type A uncertainty) into account, whereas this
study’s results indicate that the much smaller variability in
open-field deposition is less critical. Regarding leaching esti-
mates based on measured concentrations and modelled water
fluxes, this study suggests that Type B uncertainties in the often
used simulated water flux deserve further attention.
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